RN BFEsREYR [CESEE
THE INSTITUTE OF ELECTRONICS, TECHNICAL REPORT OF IEICE.
INFORMATION AND COMMUNICATION ENGINEERS

H £ In-Network Computing {2351} %
RRAKERERLUERA S Y2 -7

BES et Bl FERET

T ALANEE R T LA o)
T 567-8570 RERIFZRA T & BT 2-150
ERVACH EPNE S EE e R
T 567-8570 KEF AT A BT 2-150
E-mail: $gr0693pv@ed.ritsumei.ac.jp, Ttkamiaki @fc.ritsumei.ac.jp

H5FL v rT—IRarVa—T7 4 YIEMOERIZL ST, IoT 74 APEHICE R L TETWVWS. IoT
TNAZADPL LYY TENET =X (I0TBD) I & D FWHRZ2EHT 2 L Tlifi e R 2 HHRLPEZENTED,
INBHIH L T ZBEX B RA LML TV ZEBRDENTNS. ZD KD RO HEHEEZSHHE X  FEH
T30, 777 REFTRLS xy MY =7 2K T 213 %, In-network computing 2SEET X T\ 5. Ff
12, SRROBMWEARKT B 1T 74 RV K- T 5720121%, HEEMW In-network computing 12 & - T D HHE S 2 F
EPRETHS. LErLEDS, ZOX5BRARDEE OB CIXZ A7 0EGEH Y RE L, HEERFH
DRI ET 2. FIEEREAMIEHT 2720123, ZA72EHEETICFTTILZeNEE LW, L
AL, EBQIZBIMTHEREENMHATE RN FICBWT, DA TERAZOEREPHFRTIILICE-T, 77
Vo —aryOFEGEREZR EXELWEERD S, ZOEEROMAMER L 7 7 r—> a Y OETEREDM
WX, PL—FEF70BRYEH . I TARTIE, DERNROXRAZ OAREBFITT S Z & TR HIT
ZFRERRET L. ¥ 2L —XEAVWTREFEOFHEZITY, YO X5 ke orZHL 2T 5.
F—J—F Xy b b—PWNUHE, V-0 — RATAT 2= 7.

Grain-Aware Task Duplication Scheduling
for Autonomous In-Network Computing

Yuki NIIBE' and Noriaki KAMIYAMA T

1 Graduate School of Information Science and Engineering, Ritsumeikan University
2-150 Iwakura-cho, Ibaraki, Osaka 567-8570, JAPAN
11 College of Information Science and Engineering, Ritsumeikan University
2-150 Iwakura-cho, Ibaraki, Osaka 567-8570, JAPAN
E-mail: 7gr0693pv@ed.ritsumei.ac.jp, Tkamiaki@fc.ritsumei.ac.jp

Abstract With advances in network and computing technologies, IoT devices are becoming rapidly widespread. Data sensed
by IoT devices (IoTBD) contains valuable information for realizing a better society, and there is a need to analyze this data while
coordinating processing. To efficiently achieve such collaborative processing, in-network computing is being considered. In par-
ticular, supporting the ever-increasing number of IoT devices requires methods for coordinating processing through autonomous
in-network computing. However, in such an autonomous, distributed processing infrastructure, duplicate task assignments can
occur, leading to inefficiencies in computational resource utilization. To effectively utilize computational resources, it is desirable
to execute tasks without duplication. In practice, however, a trade-off exists between computational resource utilization efficiency
and application execution performance. Therefore, this paper proposes a method to reduce latency by executing only the minimum
necessary tasks in duplicate. We evaluate the proposed method using a simulator to clarify its characteristics.
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