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Abstract Distributed quantum computing (DQC), which distributes quantum computing resources across multiple nodes, is
a powerful approach to overcoming the limitations imposed by the scale of qubits. However, since entanglement resources
between nodes are finite, dynamic resource allocation based on demand significantly impacts computational performance.
Particularly in environments where multiple applications run concurrently, quantum circuit demands and network resource
requirements fluctuate over time, making efficient resource management a critical challenge. Therefore, this paper proposes
an optimization method for request acceptance and logical circuit allocation in DQC networks, aiming to reduce processing
time. Conventional methods assume static conditions and optimize using local rule-based approaches, potentially leading
to performance degradation under dynamic demands. Consequently, this paper adopts an approach that sequentially learns
optimal allocation decisions based on the situation using reinforcement learning.
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1. FxHE

AR, BFRIAMOFERICHEY, BB TR RTINS

PRI 7 AR R T a2, E8 0 & L2 E (QPU: Quantum
Processing Unit) % i X ®THEITT 2 nEE FHEE (DQC:
Distributed Quantum Computing) FEH XN TW5. DQC BREE
T, QPURITE T DNEEM L R SETHE 2 HED 2 RELH
Y, FEEBEROELLETIEF OPESREICK = 8T
%[1]. L2, EEODQCRETE, BEFEEEERNL > F
A VICEEL, % QPU OAHAIEERISET X EYV DI —
Ly ARHEDRHEE & BT 2720, Ho0 U DiRER A

TR T MREZ21E 5 Z L L [2].

ARTIE, T X572 DQC BHHICHIT 2 & R 7 EI4 R Iz
LT, BB 2Ny Y 12— VI FERPIRET 5.
REFHETE, THETHEEHEZ A7 128 L2 27O
FBEREEMIEER S 7y LTRET 2 2T, BRNR
HEEREEAREL T 5. F72, RETYa 7ORFBREB LU
BTHRECHES BEEAEEE L BMBEREEEL, B
Wi RE o EE BiE S, MRz LT, ¥ 321 —
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TaYyFEBICKD, ERFEMERTIEL B L, 0L
fid L CUHATREY 2 7ROBIR BN TH S Z L 2mT

2. BEMHRE

2.1 PHEFRRICSITZIHEEREXRXY FT—JDHD
DY —REBEERR 7 a—)>y

Rahrami 51, EHOETF vt v ¥ (QPU) HETF % v b
U =21k o TSz DQC BREEXMHRY L, BETHED
FATERE Xy bV BRLHBEEROFHN T T LS 112
YT - FETFrhr 0 HEEERLLTVWS 3] BT
¥ 2 MRS 3 7 — MEER TS — b 2 IER/FTT — Mo
L, BRCIERY — FOETICHRELRBL Y X LRV b
ERBIOBEEELZERB LAY 2 — ) Y I FEREEL
TW3., 32y b —2 DYV IRBRIV XYY ME
R &0 o 7R 2 BRI E T UL, B2k %
TR (makespan) ZH/MET 2 Z 2 ZHINE LTV 2 E05%E
MTH3.

—T, AL TREFEEREEFICEATH D, BIcE
BT DERPAMEREZ S BEIIFRI A TORV. F,
B E L LT — A R— 2 F R BERRE#EGIC D WTT
L TE Y, BELZENGHEHICIICIRS 55 2 HNFRIEA X
NTWRY. 207D, ERIFNTIHET % DQC RIFICH
WX, FEMEOE THENTER .

2.2 DHEFEEOOHORERERNERICS

Ngoenriang 513, BEFFHAEROIEELRET Y > 7 DIREH
HESRINCET T 2 KM EE L, RN MERErasr Bt 3
ZEPFEEH D Y TEIROFEZIREL TV [4]. BFFHHEEK
PHERBREY LTETMEL, TR Y7L X2 NEERE
HEROE D Y Th~La7kErmfE (MDP: Markov Decision
Process) & LTERLLTWA. 2z LT, Hiffaxt Wz
IRBIERRHIER) RMET 2 Fod 7 5K O RS & HER TN R
ML, WERREREE R CH MR AIRETH S Z L /R LT
BISMARORKHMTH 5.

L LRDS, ZOmXTHRbI TV 3 E 7 /USRS
fbtxhTsh, BEERNZET Y V=27 bR IRMEEEL~
NOFATRR F TIFFEICE I TWARY. Fz, AR
DEMNIZET VO IR E/MMAGSLETH D, RFEET L
AR F IR ET 2 550G I I3 FE
%5

3. REA AR

3.1 BIECSHE

AFETIE, DQC R % BEFMFTICEE D W THIKIEE & R 27~
HEIL, XA IEOKFEGR, b EBEAMN &G HMIEKEZ S 7
(DAG: Directed Acyclic Graph) 245 5. % DAG / — FiZ,
PIHEHIFNICE O WTEITABEZ QPU DS 1o, by
13, B DAG D3FIRHICEIET 2 BRIFICHEWT, EITAIRER
DAG / — FB XU ZDFEITIH QPU Z#EIR L, QPU NDFEIT
JEFE % EHICIRE T 3. DQC TIE ARSI 2 B TR 2 8D
QPU I EILTETT 270, /I — FDETRZ VX
VIR Y MRS B KRGS RAE T S, Tk

h, ¥a 7 OFERTEEENGEM AR ERKES T4 < QPU MiE(E
PEFLREICREKRET 3.

RETEORMIZ, DQC ¥ a 7% & FTHFRIHRE R T DAG
HEHEERT 2L, 70 DAG IZESWTHILZEE LD
BHFREYB L UFETHM R R T 2 MH 5. RTFav A
FIkoTHRBILI N BTFEEEZ AL L, % QPU L TH
TINZBTIR7 702 BEERT 2. BEFEEL -V v
MEIT R T 2IREEY LT QPU O AFIKN, BT vy bV —
7 DIRMERE, R X N7z DAG OfFEEREZEAIL, QPU OE|
LYY a TOFETIEFICHE T 2782 8IS 5.

3.2 WEBOHN

ARTIE, DQCIZBIY 2 EATEEMEICN L, BIEFSE T8
REINTVBE XA HEFIRS] &, WLFE X 2EINENR
Bl ZHASLERHEITERHAT 2. 2721, BTy O/
EMERIERFT S — MICES MR EH B L, B EEHHH S
RUEDRE O #iFR 2 BAMEICHIR 3 % 2 & CTEITAREE L T T 1D
BEMWRIRIES 5.

9, DQC Y a 7B AT AIEIET 2, BERIcHD
%, BTREEHINEORBN X R 7 A 7ElEhs. 2o
Hc, XA Z7MOBLUEPBEEEEER LI FRAX Y VS
FiEPHVLN, K7 I RAXIETHEBHOREKMICEL ED
DB IR R T

Rz, B2 ARITEEND R A7 B OWITHEGRE T L
ZOMER%EZ D LICDAG R HEIAEK T 5. 2D DAG X, RR 7
DFEATIER BT 26K ZBARINICRRT 25D THD, PVa
THRECBWT LN INEZRREFROALZRT. LidoT,
Z DERETIIFATIERT O B b BEIREIS131TH 3, DAG B
EREN LY UTHEEX NS, ERIN/2DAG IKEEH
3%/ — i, BTy bOBRESIERFTS — F OEITAIREN
Vo YNSRI RO F | FEATAIRER QPU DR AL HD
HDOr LTERINS.

HILEEE, O ERED S ¥ TERITER YT 5.
BRI, MEEE T — =~ MIEI D DAG MRIFHICE
£ 2RI BWT, BIEFEITAIRER DAG / — KOHID R
WHETT 2/ — FEERL, 51220/ — FEETAEE QPU
DEGOF LD QPUIZEID HTE2h2RET 2. i,
[f— QPU LTHEED / — FAFEL TV A5EIE, #hs
DFEATIEFICONWT LRI X - THIICIRET 3. 20
k212, AFHTEDAGIZE>T TEDERAZBEDIEFT
FATATRED ) 2V ORI E I RIL L, Bk R I &k - T MEK
YaZMTRoN7 QPUERY YD XS G T 20 k&
Hs 3.

3.3 DQCERDESE

BEFEOFTHWIIEEEZR 1 1CED . R (1) IRT
X512, W 1cFE T % DQC B3R J 3o BUETHE ¢, #
A s2miETrey VMEA Q, IR — + (CatEnt) TH#H
L, Y a TEBRAOER AT EET 5.

J=(C,Q, L") (1)

772U, CEIMETEETHD, UTFO X517 —boFlt
LTREINS.
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BEFHRCBWTHWR IRTESO—E

e B! s A

J DQCEX (Ya7) % |E MR & R 7 oMK
£7. THETEESR RERTTy VES
BFEy MEARE T | O(1k) SRR D T HMERT
BRIV 2ETE Y FOES

o BFr— 1Mol LT |t BEB R R 7 v 7B R
BX N 25 E TR TAVT IR

Q DQC R J I2BWT | s W%l £ BT B b
HEXh2@mERETE Y HEREDIREE
L O%E Jietive Bl s 1B VWTY 2T

L JERFTZ— b (CatEnt) LNTHFEH O DQC E
DIEHR KoEs

farr DQC %k J OF#E KL | 77 B4l £ 1BV T FETA

gi BTHEE C 2HRT 5 BEIRBEIC B % AL & 2
iZHHORTFS — b 7 OHEE

type; IQH—&FEr vy b7 — | QPU, % QPU OXX[EIfEFHATRE
1), 2Q QETE Y+ MR EERL T3
#— 1), CatBnt (578K P
BIE) OVwThhiRE | Dl % QPU ICBIF 2 BT X
s 25—k g; O EYOEFae—-1L

qubits; 7—1t g PWMEHT 2R 2R ZR TR bv
Trv rogEA a EITTRMBEE AT 2

loc; 7=t g DFITICHES ) h YT/ QPU il %
AffE7 QPU OEH HWK3T 5, Bt s

T [A— QPU LTt LT U A1TE)
FITENZ2BFF— 1 [ (1,9) R 22 % QPUgq
FNeB 2% KT kH WZEID YT 31T a, D
Homx 22 BRINE

T DAG D/ —RFHEEL L |ry Bl ¢ 12 B 2Rk
THVLN 2B X X Br—o x>t OmRH
7 OHRE a, B,y HREMRI B D E ALREL

P(x) 7=+ x, BLLIEH | W) Rl ¢ 1281 % DQC &
H&R 27 x PSEITAHE K j OREb IR
7% QPU DA T; W ¢ 12 3B TR

[Qcand| SERZ 22 T DILE Y RYBDMERR T D
THRTEY MK ®a

O 1 DX 2 7 H3H— | AF, MR 27 T DEFTIC
QPU &I b M CA[RET S MEEORDE
BB EENERT | F, WMER R IS
FREET 3 7= 8 DIRSFHY ZETIREED BERE
72 _EBRAE Fn HARINDBEEDOT

G=(TE)inHl&A27% /) — ¢ FRAE (REERIE)
T3 HEMEKEZZ 7 | 1T FUENEOL E 1, hO
(DAG) &% 0 ZiR R

C = (gl’gz’ cee gn)

@

#r = b gi i Eype; (1Q (H—D&ETE vy MWL TIEMT

28RT5—1) ,2Q QO0RETE Y MCHEMIEHT 22T
Z*— k) ,CatEnt (7% QPU KA BEXN7=BTE v MET2Q
HFRIT 2720 DNHIRIE)), qubits; ERETE v b)), loc;
(47153 % QPU) TKT.

gi = (type;, qubits;, loc;) (3)

3.4 WREBERIADHE]

AT, BEFREBEZHKT 27— MilzlEEEL, B
—® QPU L THHE LS FTTE 22 —DDmE XA &
LTErH3. L7 v ikFA— QPU LTHEiTah, A
QPU » OFIfAZMHE Y Uity — bl L TERT 5 [6].
ROWKERTHN e UTERT 5.

Tk = (Gi» Gisls - G) 4)

772U, QPU —H M & FIIAZNE 2 7= L, CatEnt i@{SHIH
PECIEE, BIEMoORELZR e LTYhETHEI T
5. ¥, WMBARONEETFE Y M —EMU LEREX
CE, HILOMBEA R ZERT 2 X519 5. @& X212
NEFT B 70T X 4% Algorithml 1R

Algorithm 1 B X 2 7 38| (BFE v MIHFT =)

Require: Quantum circuit C = {g1, 92,...,9nN}

Ensure: Logical task set 7~
1: T«0
2: Initialize empty task 7
3: Initialize empty qubit set O,
4: fori =1to N do
50 Qeand — Q7 U Q(9i)

6 if 7 is empty then

7: T {gi}

8 Qr < Q(gi)

9 else if g; is not CatEnt and P (g;) = P(7) and |Qcand| < O then
10: T—1U{g;}

11: Q7 <« Ocand

12 else

13: T —TU{r}

14: Insert synchronization boundary
15: 7« {g:}

16: O <« Q(9gi)

17: end if

18: end for

19: T« TU{r}
20: return 7

3.5 DAG OBEEI4R

DAG 4 B3 BEEI 52 O B B AR AE B AR AR ICEE D < [7]. ATH
FTRZENZHN RLIBRICGHA S ® 5720, wHX R HE
WCHEET L7z, DAGAERDATIE LT, 120 DQC Y a7ic
SNUDERHETE Y MY, BT — M QO BTFEy b —
b, 2EBTE Y b — 1, 48 CNOT (CatEnt)), %7 — b5
HAs2ETEy NOEAENEGZ LN S. DAG DERTIE, BT
vy b OFHBRICESWTIKFERFR 5T 5 22T, AR
IEmE 25 7T 5. Zor E, BT OKORMNIFEST
IE% 2D FEHNCHNR 2 DT L, WMHIEITAIRER RMEIX
F— L~ UUICELEATRERMIE . L TR T 2 A0 RHUTH 5.

F72, DAG OAERICE T %2 713 Y X 4% Algorithm2 1271
3. DQC ¥ a 7EIZIFIC, 2D DAG # 1 DAERKL, /—F&#
EBIUTy VEESERRES Y LTOHLT 2. &7 — MEE
IZDWT, Algorithml TR S =K X X 7 1, % DAG @



J—RELTHVWS. Fi7CERLIREX AT /) — RigxfL,
F—OB&TFLy bEMHATIEMDO XA DFET 25BE, €
DRRAT P BBED R AT NG EEBMT 5. 72720, 758
CNOT (CatEnt) #EOGEEHBEEFL v F B XUOENET
'y FOWMAIOWTKREFRREMNEG T 2. ZhUckD, &F
vy + OHHBI AR A DAG FTHIRINICERI I NS, K
ERROBME, ®R 2 /) — K% DAG IKBRT 2. ZONHE
EITNRTOT — MEEIZOWTEED IR S Z ¥ T, DAG 20
AN,

Algorithm 2 DAG Generation from Logical Tasks
Require: Logical task set 7 = {71, 72, ..., TK }
Ensure: DAGG = (7, E)

I E<0

2: fori=1to K — 1do

3: forj=i+1toKdo

4 if Q(7;) N Q(7;) # 0 then

5 E—EU{(ti—> 1))}

6: else if 7; contains CatEnt and P (7;) N P (7;) # 0 then
7 E—EU{(ti > 71j)}

8 end if

9:  end for

10: end for

11: Remove transitive edges from E
12: return G = (7, E)

3.6 BEFHOFE

s 228 o HIE DAG TRE I NEB ORI & 2 2
%, B QPU it L CIERE - H1Y % fitifb L2k o YL
ERMETZ 22 THB. ARETIRRILEEOFEL LT PPO
(Proximal plicy Optimization) ZffH 35 [8]. ¥ I a2l — =
¥ TIRIREE - 1TEID BT DI EL L, DAG W5l
SRR, BINEIEY a 725 120, PHORERDI K
BETH5. PPORHREFIPFIRINTBOFEILEL
BN — R 3G MDY R <, REE - ATEIOfRRICER W &
WO R R, FERNCBIE e TTE 2 REmm e L, R
BN DAG D7 V) 5 4 AR R R FEHET B 1TE) % 5 B A
ELTH¥EET 22T, MbEHIEDAG D7 Y T 4 LR
RS A AICHRICHEEINS.

3.6.1 IR H&

Rzl D2 FDREE 5, 13N (5) TERS NS,

5 = (Zactive’ 7t.ready, prz, D;iechoh) (5)

QPU, \TX D, % QPU BWOMHAIREIC R 20 2R T 5 Z
T, TRROMGERRZER LE D Y CHEDEEY 2 5.
7o plechoh 1z kb BTIREBOLAHET LTV 5 QPU %
MBS 274y, MEBKRT2IGT 2T824ETE5. h
I2&D, s, IT&oT, sbEEEIHWY a 72EEL, KL
oy 7 %ENL, BEFIREIBEIIC T 5.

3.6.2 17 g

1781 LTI3ENE L TW2% DAG DHIR 5 | DDFEFTAJRE ) —
F2BE, E1hY T3 QPU &L,

a; = (7,q) (6)

3.3 TrY—F

R7 Y UDIRHE > TI Y X LIZEIET 3 200 fHD DQC E
XE1ZE¥Yy—FReL, 1000y — 175,

3.6.4 il

AR S R R ME b SR EHER R E U T, Mg
VT4 AN EAE T 5. WIS (7) TREIN B

re=—a ) W) =B D AFr—y Y M (Fr < Fy) (7)

jejraclive TeT}; 7€l

AT, BEEREER T BB TH#T 272Dy >0,
BELT. B—OIEE, RETY 2 7OFLREENCHLAEI L 2R
FAT 4 THY, FERFHOHRE EEMNCENE 5.
DQC RIFETIIER DY a 72 FRIFHCHIE T 2 72 DIUHLGEBIED
BRLLT K, PR ZHRINCHS 2 2 L 3Rk MaEo
M ECARAIRTHZ. COHEHEEATSZIET, =T—YxV b
3P a THE RS 21TE R EE L, FI5E T I O BEEDME
Hxhs.,

B0, XRAZFFIE BEEHLRIE LRIV
FATH5., BTIREOREEIZZ R 7 DT - THEFEH
WK RS 270, BEEROAZIHIGT 2 WG clEksto
KEZE IR B e TERY. 2T, AETIEMN R
BRERHEDBERMNFHIN R T2 T —Y = ¥ b 20F
KB HLETFRIL, RO UTHflT 2 &5 RERFE D YT
FHREFETER XD ITHKE LT

B0, BREEIFTEOHBMEL TR - ZGEIC5 2 6h0
ZRERAOWMCTH 2. BEEBMEOERE, EFIREDOH
Bt RS R oMb B L, WEFMOEme IR L T
FRTERVRKTH 2. 2070, AETIIBEER <
PR32 HWT, ZOEEEALL. Zhuckb, Bl
FEERHEES 7Y 12— v 7RI ERETHRICHER
XN, BEWEMMRLHRERPAREL 725,

M Eo=mE, 2heh P s o g, SEESD
i), BB OBk WS Big 2 %EZH-TE D, DQC
AT Y a—V Y IBIBFEEREREMEEINCRELL TW 5.
NS EF—OWMMBEN TS 2 2 2T, BEMEHEHRFL
DOERBRAr Y 2 - VI EERT S R HIET.

4. (EREFTEAE

41 Ry bT7—2

ARTIE, DQC2HELZET Ay bV —7 LiZBWT, &)
FICEIE T 28D DQC ¥ a 7R WE T 2 RE R R T 5.
2 v b7 — 213 Python @ NetworkX 5 4 75 U % W TR
L, &/ —FEET7utyPda=y bt (QPU), FTvIiE
FHEfEYV Y27 LTETAMET 3.

QPU % 30 ¥ L, % QPUMRE T 25t HAIRERE T v
MU —REDICHEN 15 225 25 OFEIPFATT > X LIZHI D YT
%. % v b7 —2 bRBIIX Erd6s—Rényi (ER) 7 V& L7'5
TETIL G(N, peq) ICHEDOWTHERT S [3]. TITN=301
7 — FEL, pea = 0.6 IZMEED 2QPU ICRTEE Y >~ 7 DITEAE
THMEREERT.



4.2 LR

ARETIE, BEFROBMELTES 2720, BEFEBL
CRRZEEEFEN—-ZDFEREBT 5. R E LT,
UROZODFEERA L.

MIPS (CED<KERIID HTFE
—OHOEMGRE LT, BEAKICBVWTRREINATWVS
MIPS (Mixed Integer Programming-based Scheduling) %% fi
W3 [3]. ZOFETIE, DQCIZEBITZEFEE Y L TH LM
ATy 2 -1 v VR, BEBEETERE: LTEMLL,
RHEfFEERDZ kXD EFREZE D H TS, MIPS FihiE,
52 5N ERES TN U THEERMNICROE R R % EH T & % 8
R D D, BN F G ER R BRI BV T EWERE
BRT. ARTIE, 2O MIPS FiE%, #RF v T ay T
Bl KD I MEGRIFiEE LTHWS.
BLFEIC L DEEEIRFE
ZoHoHEBNRE LT, WMILFEEHWT, 50U DER
ENTEHOBEIFE D 24 CTHRIZ O FF 2> & Rl 72 G % 8R0S 5
FEEAVS. ZOFETIE, EFEHD Y THKIBFOL —
NR=ZFE]E 2=V RT 4 v 7 REIICESHTIThbh
LRI —Y 2y Mk y N —ZREBIE U T, ¥ OIS
RS 30 %ENT 2&REEHS. ZhuckD, BEOZ(L
WZI5 U 72 R MG YT D B X DS ATRE L 22 2 — /5T, (A DR
E O Y THENIFRNCRFT SN EISIcHvEh 2. AT
i, ZoOFEE ME#ECERE D 4 Tr Rl s 25(b7y
FHE) B, BEFERELOHBREITS.

4.3 FE @ F &

AT, BRT2WLEEIC X 2 EZERE D Y TFED
BRMEEBGEET 2 72, DQC T RDOMMMEES X UEIH a =
b OB Sl ZAT S . FHlifEE e LT, DQC ERDFAE
M OMIRE T EFTIE T 2RMOFIEICEH T 5. DQC E
RHIFEA U Th HAMBEATE T 5 % £ T ORI 2 JIIE L
ZOEHEOEE TS 5. #Hlilk, DQC EXROFEEE
{LXBEBOLMETRTITY. I, 1| BRY D ICHhER
BTYy MIOEHMEELLXE 5. I, DQC ERoF|
BREENIEZ. Zhuckh, ARORRZHNIRE Nick
W, FRBEOECALIERIC S X 2 F B R LT 5.

4.3.1 BTty MIOZ

| BERYZDICHERETE Yy MIODEWS DQC ERD L
MR B & CBEFRE D Y CHHERMICE X 2 BB 2T %72
B, BEOREE BRI X B LR AT S . BRI
3% DQC ERMBPE Y TEHBEFLY Y M Q| 12L& > TE
£33, AEOLXY FT—ZEFALTE, % QPUBMERT 2R
FE v MR ZD QPU _ECRKHICHEHRERmBEETE Y b
B A3, & QPU OFHE T v MUI—HRI G U(15,25)
itoTH DY THRTED, FFMICIE 1QPU H7- H # 20
BTy M AT 3.

DQC ERIZNFTHEEMD QPU VWS b D L, W/IMER L
LT2QPU 2T 2ERD L 2KDHN 3 7D 1 IHYT 3
10QPU {3 2 KIMMHERETENF L TE. ZDEMI
o, REHMHETE y M0l LM QPU BB E KIS
1, BRSMRBREERE T 5. BRI EEN L QPU

DETEy MU=, RERHEETE Y MOl DFEHE
40, 60, 80, 100, 120, 150, 180 @ 7 BtFEICERET 5. £/z, 2O
D DQC EXRDOFNEHR L 105K /s LRET 5.

T D& S ITERME R BB x5 Z v T, N
RTIGEERHFE R OMEN A & 725 —7, KEEER
TIFERBAPE D Y THIEEOEVOEF CHNL . EZ 5N
5. ABTIRINSDEHETTIRETIE L LT ERBEA L
BURBIUSE OE W HVLIERE 8 X ORI BRI S 2 2 B ER
HNC IS 5.

4.3.2 FEROZE

DQC ERDEIFRMN Y A7 L MHEICEH 2 2 EE T 2
729, FIEREZE(IEGEOEETS. 44HORTE Y
MEOZL e ARk, BIERE 7ERBICGREL, KARIRED
5HEAMIREE E T EBINCELEE 5. DQC ERDF|HE I
K7y y@fBiciEs> b0 L, FHFERE S, 8, 11, 14,17, 20, 23
TR [s 2T 5.

10ZER /s 1% 4.4 BB 2 i e — T 2 A HEETDH
b, zhzdudhe L TEBFBHEENMENGEB X UEWEEOM
HERFHERe T2, 20 E, £DQCERPHKEYL THH
RKETFE Y MIOFNT 100 SEET 2. ZAuzk b, BN
BOBELHRL, SEROEIERSREG, FHE, B&
CFEITRRNC G 2 2B EMPMCEHTTE 3. Lo MHDD
&, FEROEIMME S FEETREOZ 2 HE L, ZERH
HERT 2 EAMERRICBWT D IRBRTENLE L TIHERE® el
TELZHETEL OB X D MIET 5.

5. g R

3.0f —— MIPS
Strategic Choice RL
—— Direct RL

Average Processing Delay
(100ms)

40 60 80 100 120 150 180
Average Number of Required Qubits

1 FEEREFE Y b OZEMIINS 2 PRI E D 2L

> 80

8 7.0/ —— MIPS

o 60 Strategic Choice RL
2es0 — Direct RL

Q

0940

o o

a =3.0

g 20

g 10— e

=k 5 8 11 14 17 20 23

Request Arrival Rate (/s)

2 FIEROZEIHS 2 PP D 2L

mETE Y MEENXEL5E (K1), IXNTOFHECBW
TSR RN T 2 AR I Wz, BTy VO

5



B, AT 2% QPU BOMARIERATZ — b (CatEnt) D
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