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Abstract The Internet is a best-effort network based on the TCP/IP protocol suite, fundamentally offering no
guaranteed communication quality. Consequently, increasing traffic leads to latency and throughput degradation,
creating unfair communication quality between specific users or services. Currently, in edge areas such as access
ISPs (Internet Service Providers), packet priority control and fair bandwidth allocation per flow are achieved by
combining SPQ (Strict Priority Queuing) and WFQ (Weighted Fair Queuing). However, in backbone networks
where massive traffic concentrates, implementing WFQ for detailed flow-level control is difficult from the perspec-
tives of computational cost and scalability. Consequently, control is generally limited to coarse-grained management
at the QoS class level. Meanwhile, among ISPs constituting the backbone network, downstream ISPs pay transit
fees to upstream ISPs based on the bandwidth they consume. However, under the current class-based control, this
difference in payment amounts is not reflected in bandwidth allocation, creating an unfair cost-benefit disparity
between ISPs paying high connection fees and those paying less. Therefore, this paper proposes a new bandwidth
control method using Deficit Weighted Round Robin (DWRR) in backbone networks to achieve economic fairness
among ISPs. The proposed method determines the DWRR weight based on the transit fees paid by each ISP. This
enables assigning a larger weight (quantum) to ISPs paying higher connection fees, allowing them to receive priority
bandwidth allocation. DWRR utilizes a deficit counter, enabling it to maintain fairness according to weight while
keeping computational load low even for variable-length packets. This makes it suitable for implementation on
high-speed backbone routers. To verify the effectiveness of the proposed method, we simulate a network environ-
ment where multiple ISPs with different transit fees are connected and evaluate the throughput distribution effect
achieved by the proposed scheme.
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