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あらまし 筆者らがこれまでに提案した Dual Channelゲートウェイを用いることで，IPと NDNとの間でセキュアで効率的なプ

トロコル変換が可能となる．IP-NDNゲートウェイでは，IPパケットの IP addressと NDNパケットの Prefix nameとを対応づ

ける必要があるが，外部の Name Resolution Server (NRS)を利用して，動的に対応づけを行う．本稿では，動的 Prefix解決がス

ループットに与える影響を分析する．ゲートウェイのスループットに影響を与えるヒット率やパケット処理時間を解析し，これら

を用いたスループットの簡易な解析モデルを提案する．平均すると，提案モデルはエミュレータによる実機測定値と比較して，IP

producer - NDN consumerの場合には約 85%の，NDN producer - NDN consumerの場合には約 90%の近似精度が得られるこ

とを確認する．
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Abstract A translation gateway can be used to migrate network protocols effectively. The dual-channel IP–

to-NDN translation gateway enables the IP protocol to take advantage of the semantics of the NDN protocol. The

IP addresses of IP packets are linked to prefix names of NDN packets within the gateway. The network’s binding

prefix-name technique can be dynamically implemented by exploiting the Name Resolution Server (NRS). This pa-

per investigates the impact of dynamic prefix-name binding on overall throughput. The affecting components of the

gateway, such as hit ratio and packet-processing time, are analyzed. The throughput estimation model is introduced

in the study. On average, the model can accurately predict the gateway throughput to within around 85% in the

case of an IP producer and an NDN consumer, and 90% in the case of an NDN producer and IP consumer of the

emulation testbed.

Key words NDN, migration, throughput analysis

1. Introduction

By naming the data items in the network, Information-
Centric Networking (ICN) transforms the information trans-
mission paradigm. The ICN data transaction involves the
transmission of two distinct packets, the interest and data
packets. In order to obtain data from a certain producer,
the consumer sends an interest packet with a prefix name in

advance, and the producer responds with a data packet.
Named Data Networking (NDN), an active and expanding

ICN technology, has a rapid trial scale deployment. The in-
stallation of NDN technology will surely take over the global
communication network in the future. During the network
protocol transition, however, compatibility between IP and
NDN will be unavoidable [1] [2]. Therefore, in [3], we pro-
posed a dual-channel IP-to-NDN translation gateway that
allows the IP protocol to interact on semantic levels at a
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pace with the NDN protocol. On the other hand, the prefix
name binding between IP packets is essential for NDN and
IP compatibility. As a result, we explore the effect of dy-
namic prefix name binding on overall throughput in order to
better understand the key components of the dual-channel
translation gateway.

Fig. 1: Dual channel translation gateway architecture

Name Resolution Server (NRS) interacts with the trans-
lation gateway to offer a naming service for binding an IP
address to the register table (REG) that has two asymetri-
cal table, namely REG producer table and REG consumer
table, as seen in Figure 1. The NRS contains all prefix name
binding in the network while the translation gateway par-
tially stores the prefix name biding as a cache due to its lim-
ited memory size. Thus, a cache miss in translation gateway
will request for a target prefix name to NRS. Furthermore,
we look at the impact of dynamic prefix name binding on
total throughput in the dual-channel gateway. A through-
put model is used to show the relationship between Content
Store (CS), REG, and throughput. In addition, we com-
pare the estimation model to the emulator testbed to ensure
the correctness of the throughput model. The study is di-
vided into several sections, including an introduction, related
work, dual-channel translation gateway and NRS, through-
put analysis model, numerical evaluation, conclusion and fu-
ture work.

2. Related work

Many scholars have actively argued a concept for IP and
NDN compatibility. G. Carofiglio et al. demonstrated hICN
partial migration techniques, which placed an ICN/NDN
packet within an IP packet [5]. Although the NDN packet
can be transmitted within the IP network using an encoded
prefix name composed of the encoded IP and port number,
this requires the use of a pair of hICN routers to extract
the hidden NDN packet from the IP packet. Moiseenko et
al. suggested a TCP/ICN proxy pair comprised of a forward
proxy and a reverse proxy capable of routing TCP traffic
through an ICN infrastructure [8]. S. Luo et al. show a novel
hierarchical naming strategy in the IP to ICN packet transla-
tion name [12]. Similar to S. Luo, Rafaei et al. in [14] trans-
lated via a gateway that employed XML to bind the prefix-
name. None of them, however, address the impact of prefix
name binding on overall throughput. The impact of dynamic
prefix name binding on throughput in a dual-channel IP-to-
NDN translation gateway is investigated in this paper. More-
over, the concept of binding the packet with prefix name that

utilizing external server has been introduced in [10] and [11].

3. The dual-channel translation gateway

and NRS

The dual-channel translation gateway equips with ordi-
nary ICN router component such as CS, Pending Interest
Table (PIT), Forwarding Information Base (FIB) plus an
extra Register Table (REG). Moreover, the packet flow of
the dual-channel translation gateway is differ in each of pro-
ducer and consumer scenarios. The packet flow in the case
of IP producer and NDN consumer, denoted as scenario 1, is
shown in Figure 2. Alternatively, Figure 3 shows the packet
flow in the case of NDN producer and IP consumer, denoted
as scenario 2.

(a) NDN interest to IP interest packet flow

(b) IP data to NDN data packet flow

Fig. 2: IP and NDN protocol translation packet flow in case
of scenario 1

In scenario 1, when a gateway receives an interest packet
(1), it checks its CS for that packet availability, whether the
content exists or not. The gateway responds with an NDN
data packet if it is available (2a). If the requested content
does not exist in the CS, the interest packet is passed to PIT
which registers the incoming interface (2b), and the gateway
checks the forwarding interface at FIB (3). FIB drops the
packet if there is no information about the searching prefix
name (4b). When the outgoing interface is discovered, it is
passed to the REG table to determine the corresponding IP
address (4a). The gateway sends a resolving packet to NRS
and waits for a response because the REG table is likewise
restricted (5a). The IP interest packet is then transmitted
across the IP channel (5b) as seen in Figure 2(a). When IP
data packet sent from an IP producer arrives at the gateway,
the gateway checks the IP address and port number combi-
nation in the REG table (1). If it is not found, the gateway
sends a resolving packet to NRS (2a). And then forward the
data packet through interface (4a) before that is found in
PIT table (3) and stored in CS (2b) as shown in Figure 2(b).
In case of scenario 2, the packet flow is similar with sce-

nario 1 except the interest packets are first checked in the
REG table to determine the associated prefix name (1).
When an IP packet is received from NRS, it is converted
to an NDN packet and then checked for availability in the
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(a) IP interest to NDN interest packet flow

(b) NDN data to IP data packet flow

Fig. 3: IP and NDN protocol translation packet flow in case
of scenario 2

CS (2b). If it is not found, the packet is sent to the NDN
interface (5a) that was previously found in the FIB (4) and
registered in the PIT incoming interface (3a) as seen in Fig-
ure 3(a). When the data packet arrived, the gateway stores
the content in CS (1) and verifies the outgoing interface in
PIT (2) when NDN producers deliver NDN data packets.
The prefix name retrieved the related IP address in the REG
database because the outgoing interface is an IP interface.
In the event that it is not found, the gateway sends a REG
resolving packet (4a). The data content is transformed into
an IP packet after receiving a response from the NRS server.
The data packet is subsequently forwarded across the IP data
channel (4b) as shown in Figure 3(b).

4. Throughput analysis model

The throughput is defined as the average size of packet
transmitted in a second. Thus, we define throughput as the
average packet size divided by τ where τ is the average time
consumed in a gateway. Based on Figures 2 and 3, τ de-
pends on the scenarios and cases of packet arrival at the
gateway. In scenario 1, there are 5 different cases of packet
flow, whereas we have 6 different cases in scenario 2. The
number of cases is effected by the combination of CS and
REG. Furthermore, we also define β as the hit ratio in CS,
γ1 as the hit ratio in REG when the prefix name is input
key, and γ2 as the hit ratio when IP address is input key,
i.e., Reverse REG (RREG). Table 1 shows the descriptions
and symbol of processing time in the gateway that used in
the throughput model.
In the case of scenario 1, the value of τ can be described

by

τ =



t1a if CS hit

t1b if CS miss, REG hit, and RREG hit

t1c if CS miss, REG hit, and RREG miss

t1d if CS miss, REG miss, and RREG hit

t1e if CS miss, REG miss, and RREG miss

where

t1a = tip + tc + tsoh,

Tab. 1: The symbol description
Symbol Description
tc Positive look-up time in CS
tcn Negative look-up time in CS
treg1 Positive look-up time in REG
treg1′ Negative look-up time in REG
treg2 Positive look-up time in RREG
treg2′ Negative look-up time in RREG
tip NDN interest packet parsing time
tis NDN interest packet serialization time
tdp NDN data packet parsing time

tds NDN data packet serialization time
tipc IP packet construction time
tipd IP packet desconstruction time
tpr1 Response time from IP producer
tpr2 Response time from NDN producer
tsoh Socket overhead time
tnrs NRS resolving round trip time

t1b = tip + tcn + treg1 + tipc + tpr1 + tipd + tds + treg2 + 2tsoh,

t1c = tip +tcn+treg1+tipc +tpr1+tipd +tds +treg2′ +tnrs+3tsoh,

t1d = tip +tcn+treg1′ +tnrs+tipc +tpr1+tipd +tds +treg2+3tsoh,

t1e = tip + tcn + treg1′ + tnrs + tipc + tpr1 + tipd + tds + treg2′

+ tnrs + 4tsoh.

The average time of a packet processed, τ , can be obtained
by

τ = βt1a + (1 − β)γ1γ2t1b

+ (1 − β)γ1(1 − γ2)t1c + (1 − β)(1 − γ1)γ2t1d

+ (1 − β)(1 − γ1)(1 − γ2)t1e (1)

However, in the case of scenario 2, the value of τ can be
defined by

τ =



t2a if CS hit, RREG hit

t2b if CS hit, RREG miss

t2c if CS miss, REG hit, and RREG hit

t2d if CS miss, REG hit, and RREG miss

t2e if CS miss, REG miss, and RREG hit

t2f if CS miss, REG miss, and RREG miss

where

t2a = tipd + treg2 + tc + tdp + tipc + tsoh,

t2b = tipd + treg2′ + tnrs + tc + tdp + tipc + 2tsoh,

t2c = tipd +treg2′ +tnrs+tcn+tis +tdp +tpr2+treg1+tipc +3tsoh,

t2d = tipd +treg2′ +tnrs+tcn+tis +tdp +tnrs+tpr2+treg1′ +tipc

+ 4tsoh,

t2e = tipd + treg2 + tcn + tis + tdp + tpr2 + treg1 + tipc + 2tsoh,

t2f = tipd+treg2′+tnrs+tcn+tis+tdp+tpr2+treg1+tipc+3tsoh.

The average processing time for scenario 2 is expressed by

τ = βγ2t2a + β(1− γ2)t2b + (1− β)γ1γ2t2c

+ (1− β)γ1(1− γ2)t2d + (1− β)(1− γ1)γ2t2e

+ (1− β)(1− γ1)(1− γ2)t2f (2)

The value of β can be approximated by calculating the hit
ratio of each prefix name, β(i), with its distribution, q(i),
for the total unique prefix names, M . The formula can be
expressed by

β =

M∑
i=1

q(i)β(i) (3)

The approximation of hit ratio could be calculated by using
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(a) The value of β in scenario 1 (b) The value of γ1 in scenario 1 (c) The value of γ2 in scenario 1

(d) The value of β in scenario 2 (e) The value of γ1 in scenario 2 (f) The value of γ2 in scenario 2

Fig. 4: Comparison of β, γ1, γ2 between analytical estimation model and emulation testbed in the case of scenario 1 and
scenario 2

Che’s approximation that was introduced by Che et al. [6].
Then, the hit ratio for a particular prefix name, β(i), could
be estimated by

β(i) = 1− e−q(i)tc . (4)

q(i) is the ratio of requests for content i, and tc is the unique
root of equation

C =

M∑
i=1

(1− e−q(i)tc) (5)

where C is the storage capacity of CS/REG that uses LRU
as a replacement algorithm.
The value of hit ratio in REG table γ1 or γ2 may differ due

to packet flow in the translation process. As for scenario 1,
the value of γ1 and γ2 are highly corelated with the CS miss
ratio so the same formula can be used to estimate both γ1
and γ2. The distribution of content i requested at the REG
table, r(i), can be aproximated by

r(i) = q(i)(1− β(i)) (6)

By using the equation (5), the unique root, tr, for REG
table can be obtained. And finally, the hit ratio of particular
prefix name in REG table must be adjusted by normalization
factor as described in equation (7).

γ(i) =
1

(1− β)
(1− e−r(i)tr ) (7)

As for scenario 2, the value of γ1 is corelated with the CS
miss ratio so it follows the equation (7). However, the value
of γ2 is not affected by the CS miss ratio so it follows the
step of equation (3), (4), (5) that is used similarly to find β.
This is because the distribution of prefix name requested in

REG and CS are identical.

5. Numerical evaluation

The emulation testbed was constructed with following the
topology shown in Figure 1. Virtual box and python 3.7 were
used in the testbed.

Tab. 2: Setting values of main parameters
Paramater Value
Number of content items 1000
Cache-size 10
REG-size 200
Zipf parameter (α) 0.7 - 1.5
Interest rate 10000 interests/s

The major parameters set up of the emulator are shown
in Table 2. The interest packets were generated asyn-
chronously about ten thousand packets in second to mea-
sure the throughput. The request distribution of content
items followed the Zipf distribution with skewed parameter
α. Furthermore, the emulation testbed was assumed that
REG table size is limited to 200 prefix names.

Tab. 3: The values of processing time
Symbol Median Mean Symbol Median Mean

tc 1 µs 1.1 µs tdp 45 µs 47.4 µs

tcn 1 µs 0.9 µs tds 130 µs 141.8 µs
treg1 1 µs 1.2 µs tipc 4 µs 5.5 µs
treg1′ 1 µs 1.1 µs tipd 5 µs 6.5 µs
treg2 1 µs 1.2 µs tpr1 95 µs 98.5 µs
treg2′ 1 µs 1.1 µs tpr2 111 µs 115 µs
tip 44 µs 47 µs tsoh 24 µs 24.7 µs

tis 88 µs 90.5 µs tnrs 10000 µs 10000 µs

Median and mean processing time were taken from five
hundred thousand packets in the emulation testbed. Table 3
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shows the both processing time outcome.

5. 1 Hit ratio
The emulation values of β, γ1, and γ2 were measured and

compared against the analysis model as seen in Figure 4. In
the case of scenario 1, the gap of β between the analytical
model and emulation increased as α increased by up to 5%.
As for γ1 and γ2 the gap was quite similar with an average of
2% oscillation along the value of α. In the case of scenario 2,
the gap of β was 2% smaller than in scenario 1, even though
it was following the same trend. The γ1 gap began at around
3% and decreased as α increased. However, the gap between
γ2 was nearly zero for all value of α.

5. 2 Distribution of processing time

Fig. 5: Processing time distribution in the case of scenario 1

Figure 5 illustrates the distribution of processing time for
various types of packet flows in the scenario 1, there were
five distinct instances of packet processing time from t1a to
t1e. The value of t1a had the shortest processing time in the
range of 10 to 900 µs, whereas t1b had the second shortest
processing time between 80 and 1000 µs. The distributions
of t1c and t1d that had a central value of around 10 millisec-
onds overlaped reciprocally. Finally, t1e was the longest with
a median of around 20 milliseconds.

Fig. 6: Processing time distribution in the case of scenario 2

As seen in Figure 6, scenario 2 had six distinct cases of
packet-processing time, with t2a being the smallest and fol-
lowed by t2c, t2b, t2d, t2e, and t2f . Approximately in the

range of 10 to 900 µs was the value of t2a, whereas 80 to
1000 µs was the value of t2c. Interestingly, the distribution
of t2b, t2d, and t2a mainly overlaped with each other, with
a median of roughly 10 ms. Finally, t2f had the longest
processing time, with a median of roughly 20 milliseconds.

5. 3 Throughput
Figure 7 shows the throughput comparison between emula-

tion and analysis by using the median and mean obtained in
the scenario 1. Alternatively, Figure 8 depicts the compari-
son in case of scenario 2. Two statistic values from processing
time, median and mean, were used to estimate the through-
put due to wide range of processing time distribution.

(a) median

(b) mean

Fig. 7: Throughput comparison between analysis model and
emulation in the case of scenario 1

In both scenarios, the difference between analysis and em-
ulation was smaller in the median than in the mean. In
the case of scenario 1, the analysis model could estimate
the throughput at about 90% with median that was slightly
higher than the mean with only 80% as seen in Figure 7.
Moreover, scenario 2 had a higher accuracy compared to sce-
nario 1. The analysis model could estimate throughput with
95% accuracy when using the median, but only with 85% ac-
curacy when using the mean, as shown in Figure 8. This was
because scenario 2 had a smaller gap in β than scenario 1.
As a result, the estimation accuracy had slightly improved.
The estimation throughput was close to emulation when

the value of α was extremely low and high. As for a low
α, the estimation could accurately estimate the throughput
because the gap of β between analysis and simulation was
near to zero and it increased constantly as the α increased.
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However, in the high α, the contribution of shorter process-
ing times, such as t1a and t2a, had improved the accuracy
of estimation since the values of t1a and t2a had fewer time
components than longer processing times. More time com-
ponents in packet processing means more errors. Therefore,
when the value of α was located in the middle of the graph,
the accuracy of throughput estimation was underperformed.
This was because of the collaboration of hit-ratio inaccu-
racy and longer packet processing time that created poor
throughput estimation. This reason explains why the higher
deviation was located in the middle of α axis.

(a) median

(b) mean

Fig. 8: Throughput comparison between analysis model and
emulation in the case of scenario 2

6. Conclusion and Future work

The study demonstrated that collaboration between hit
ratio and packet processing time has an effect on the transla-
tion gateway throughput. The dynamic-prefix-name binding
results in increased packet processing time and a decrease
in the hit ratio of the CS and REG tables. However, the
throughput estimation model can predict gateway through-
put with an accuracy level of roughly 85% on average by
using the mean, where the median estimation surpasses the
mean estimation by about 5% due to the broad dispersion of
packet processing time. The reasons of hit-ratio decline in
β, γ1, and γ2 are being investigated for future work.
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